
JHU 580.429 SB3 HW5

The Laplace transform operator is L , defined as L [ f (t)] = f̃ (s) =
∫

∞

0 dte−st f (t). The convolution
operator is ?, defined as f ?g(t) =

∫ t
0 dt ′ f (t− t ′)g(t ′). The real part of a complex variable z = x+ iy

is denoted ℜ(z) = x.

1. Suppose f (t) = 1/(t2 +2).

(a) Evaluate f (2).

f (2) =
1
6

(b) Evaluate e[3
d
dt f (t)] at t = 4

e[3
d
dt f (t)] |t=4 = e−

2
27

(c) Evaluate (e3 d
dt ) f (t) at t = 4.

ea d
dt f (t) =

∞

∑
n=0

an

n!
(

d
dt
)n f (t)

= f (t +a)

(e3 d
dt ) f (t)|t=4 = f (t +3) |t=4 = f (7)

=
1
51

2. Suppose f (t) = sin(ωt), with f (t) = 0 for t < 0. Let g(t) = f (t−a), with g(t) = 0 for t < a.

(a) Provide L [ f (t)].

L [ f (t)] = ℑ(L [eiωt ])

= ℑ(
∫

∞

0
dt e−(s−iω)t)

=
ω

s2 +ω2
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(b) Provide L [g(t)].

L [g(t)] = e−as ω

s2 +ω2

(c) Simplify (e
π

2
d
dt )sin(ωt).

(e
π

2
d
dt )sin(ωt) = sin[ω(t +

π

2
)]

3. Let x(t) be a time response. Moment n of the response is defined as

〈tn〉=
∫

∞

0 dt tnx(t)∫
∞

0 dt x(t)
.

(a) Prove that (−d/ds)2 ln x̃(s)|s=0 = 〈t2〉−〈t〉2.

(− d
ds

)2 ln x̃(s) = (−1)2 d
ds

(
d
ds

lnx̃(s))

=
d
ds

(
1

x̃(s)
d
ds

x̃(s))

=
1

x̃(s)
d2

ds2 x̃(s)− 1
x̃(s)2 (

d
ds

x̃(s))2

=

∫
∞

0 dt t2e−stX(t)∫
∞

0 dt e−stX(t)
−

(
∫

∞

0 dt te−stX(t))2

(
∫

∞

0 dt e−stX(t))2

when s = 0

=

∫
∞

0 dt t2X(t)∫
∞

0 dt X(t)
−

(
∫

∞

0 dt tX(t))2

(
∫

∞

0 dt X(t))2

= 〈t2〉−〈t〉2

(b) Provide (−d/ds)3 ln x̃(s)|s=0 in terms of the moments.

(− d
ds

)3 ln x̃(s) = (−1)3 d
ds

(
d2

ds2 ln x̃(s))

= (−1)3 d
ds

(
1

x̃(s)
d2

ds2 x̃(s)− 1
x̃(s)2 (

d
ds

x̃(s))2)

=
−2

x̃(s)3 (
d
ds

x̃(s))3 +
3

x̃(s)2 (
d
ds

x̃(s))(
d2

ds2 x̃(s))− 1
x̃(s)

(
d3

ds3 x̃(s))
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when s = 0

= (−2)(−
∫

∞

0 dt tX(t)∫
∞

0 dt X(t)
)3 +3(−

∫
∞

0 dt tX(t)∫
∞

0 dt X(t)
)(

∫
∞

0 dt t2X(t)∫
∞

0 dt X(t)
)+

∫
∞

0 dt t3X(t)∫
∞

0 dt X(t)

= 2〈t〉3−3〈t〉〈t2〉+ 〈t3〉

4. The MAPK signaling cascade usually has three levels denoted k ∈ {1,2,3}. The activation
state of level k at time t is denoted xk(t). When activation is weak, a linear model may be
appropriate:

ẋ1(t) = bβ (t)−αx1(t)

ẋ2(t) = bx1(t)−αx2(t)

ẋ3(t) = bx2(t)−αx3(t).

Consider an exponentially decaying input, β (t) = β0ke−kt . For t < 0, β (t) = 0, and xk(0) =
ẋk(0) = 0 for k ∈ 1 . . .3. Provide all results in terms of model parameters {β0,k,ω,b,α}, as
well as s or t as appropriate.

(a) Provide β̃ (s), x̃1(s), x̃2(s), and x̃3(s).

β̃ (s) = β0k
1

s+ k

x̃1(s) =
b

s+α

β0k
s+ k

x̃2(s) =
b2

(s+α)2
β0k
s+ k

x̃3(s) =
b3

(s+α)3
β0k
s+ k

(b) Provide the gain,
∫

∞

0 dt x3(t)/
∫

∞

0 dt β (t).

gain =
b3

α3
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(c) Provide the mean time of the response, 〈t〉 =
∫

∞

0 dt tx3(t)/
∫

∞

0 dt x3(t), which will in-
clude a contribution from the input β (t).

〈t〉 =
1
k
+

3
α

(Contribution from input is 1
k .)

(d) Provide the square width of the response,

σ
2 =

∫
∞

0 dt t2 x3(t)∫
∞

0 dt x3(t)
−
[∫ ∞

0 dt t x3(t)∫
∞

0 dt x3(t)

]2
.

σ
2 =

1
k2 +

3
α2

5. Now consider a cascade with n steps with the same form as above and with output xn(t). The
input is a δ -function, β (t) = β0δ (t), and the cascade off at time 0.

(a) Provide x̃n(s), the gain, the mean time 〈t〉, and the square width σ2 of the output.

x̃n(s) =
bn

(s+α)n β0

gain =
bn

αn

〈t〉 =
n
α

σ
2 =

n
α2

(b) We can think about the sharpness of a response as 〈t〉/σ , where the duration σ is√
σ2. How does the sharpness of the output depend on the number of elements n in the

cascade?

〈t〉
σ

=
√

n

Sharpness depends on the square root of the number of elements n
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